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Nucleation from a metastable state is studied for an anisotropic Ising model at very low temperatures. It turns out that the critical nucleus as well as configurations on a typical path to it differ from the Wulff shape of an equilibrium droplet.
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## 1. INTRODUCTION

We report some new results concerning stochastic ferromagnetic Ising models in the so-called metastable region. Namely, we consider stochastic (Glauber) dynamics whose stationary states are given by Gibbs measures for Ising-like systems that at infinite volume, low temperature, and zero magnetic field exhibit a phase transition with spin-flip symmetry breaking. We study, similarly to what Neves and Schonann did for the standard Ising model, ${ }^{(11,12,14)}$ a single-spin-flip Glauber dynamics in a large but finite volume for small (positive) magnetic fields and very low temperatures. In particular, we are interested in asymmetric models-models for which the Wulff shape (equilibrium droplet) at zero temperature is not a cube. Ising models are believed to have some relevance for a dynamical description of the crystal growth. ${ }^{(1)}$ The reason to consider an asymmetry stems from the fact that these models turn out to be simple cases where a difference between equilibrium and dynamical droplets shows up. The present paper is devoted to a study of the simplest such model, namely an anisotropic Ising model.

[^0]We analyze the nucleation of the stable plus-phase starting from the metastable minus-phase. In particular, we are interested in a description of the first passage from the configuration -1 (all spins in $\Lambda$ equal -1 ) to the configuration $+\underline{1}$ (all spins in $\Lambda$ equal +1 ). We show that with high probability in the limit of very low temperatures this transition takes place (i) via a formation of a critical nucleus whose shape may not be Wulff, and (ii) following a path that is typically given by a sequence of "non-Wulff" configurations. In particular, for a two-dimensional anisotropic nearestneighbor Ising model with coupling constants $J_{1}>J_{2}>0$ along the axes, the critical droplet is actually a square of edge $2 J_{2} / h$ ( $h$ is the magnetic field), while the Wulff shape is a rectangle with edges proportional to $J_{1}, J_{2}$.

Notice that our statement about a drastic difference of the shape of the critical nucleus from the Wulff shape (and the corresponding difference in nucleation times) concerns the region $h$ fixed, $\beta \rightarrow \infty$. On the other hand, it is expected that in the more customary region $\beta$ fixed (large), $h \rightarrow 0$, the shape of the critical nucleus actually is Wulff. It would be interesting to investigate the crossover region by discussing the limits $\beta \rightarrow \infty, h \rightarrow 0$ with different fixed $\beta h=\alpha$.

Another model suitable for the detection of the difference between equilibrium and dynamical droplet is a ferromagnetic Ising model with isotropic nearest neighbor and next nearest neighbor interaction. The critical droplet in this case turns out to have the optimal Wulff shape-at zero temperature it is a (nonregular) octagon with the lengths of its sides determined from the ratio of the nearest neighbor and the next nearest neighbor coupling constants. However, the growth of a droplet follows (with high probability for very low temperatures) a somewhat complicated path through non-Wulff shapes: up to a certain size it is along a sequence of regular octagons, then some edges remain constant, whereas other grow up to the critical (Wulff) shape. A study of this model involves an additional time scale (in this respect it is reminiscent of the standard threedimensional Ising model) and is discussed in a separate publication. ${ }^{(8)}$ The results for both models were summarized in ref. 9 .

To cover more general cases than the standard nearest neighbor Ising model, we developed slightly different arguments and constructions than those by Neves and Schonmann. ${ }^{(11,12,14)}$ We present here our new approach even though, in the particular case considered in the present paper, we could probably have worked out an extension of the somewhat simpler methods of Neves and Schonmann. In their present form, however, their methods do not apply to our situation. We believe that our alternative is of some interest not only due to its more general applicability, but also because it clarifies some other aspects of the problem.

## 2. STATEMENT OF THE RESULTS

We consider a discrete-time Metropolis dynamics for a twodimensional nearest-neighbor ferromagnetic asymmetric Ising model. The space of the process is $\{-1,1\}^{A}$ with $\Lambda$ being a two-dimensional torus: the set $\{1, \ldots, M\}^{2}$ with periodic boundary conditions. A configuration $\sigma \in\{-1,1\}^{\wedge}$ is a function

$$
\sigma: \quad A \rightarrow\{-1,1\}
$$

The value $\sigma(x)$ is called the spin at the site $x \in A$. The energy of a configuration $\sigma$ is
$H(\sigma)=-\frac{J_{1}}{2} \sum_{(x, y) \in \mathscr{H}(A)} \sigma(x) \sigma(y)-\frac{J_{2}}{2} \sum_{(x, y) \in \mathscr{Y}(A)} \sigma(x) \sigma(y)-\frac{h}{2} \sum_{x \in A} \sigma(x)$
where $\mathscr{H}(\Lambda)$ is the set of horizontal nearest neighbor pairs in $A$ and $\mathscr{V}(A)$ is the set of vertical nearest neighbor pairs in $A$. We suppose that

$$
\begin{equation*}
J_{1} \geqslant J_{2} \gg h>0 \quad \text { and } \quad M \geqslant\left(\frac{2 J_{1}}{h}\right)^{3} \tag{2}
\end{equation*}
$$

Further, to avoid some "Diophantine" problems, we assume that $2 J_{1} / h$, $2 J_{2} / h$, as well as their difference are not integers.

The dynamics is prescribed by the following updating rule:
Given a configuration $\sigma$ at time $t$, we first choose randomly a site $x \in A$ with uniform probability $1 /|\Lambda|$. Then we flip the spin at the site $x$ with probability

$$
\begin{equation*}
\exp \left\{-\beta\left[\Delta_{x} H(\sigma)\right]^{+}\right\} \tag{3}
\end{equation*}
$$

where

$$
\Delta_{x} H(\sigma)=H\left(\sigma^{(x)}\right)-H(\sigma)
$$

with

$$
\sigma^{(x)}(y)= \begin{cases}\sigma(y) & \text { whenever } y \neq x \\ -\sigma(y) & \text { for } \quad y=x\end{cases}
$$

and $(c)^{+}=\max (c, 0)$ for every $c \in \mathbb{R} ; \beta$ is the inverse temperature.
Our dynamics is reversible with respect to the Gibbs measure

$$
\mu_{A}(\sigma)=\frac{\exp \{-\beta H(\sigma)\}}{Z_{A}}
$$

with the partition function

$$
Z_{A}=\sum_{\sigma \in\{-1,1\}^{A}} \exp \{-\beta H(\sigma)\}
$$

in the sense that the transition probabilities of the Markov chain $P\left(\sigma \rightarrow \sigma^{\prime}\right)$ satisfy

$$
\mu_{A}(\sigma) P\left(\sigma \rightarrow \sigma^{\prime}\right)=\mu_{A}\left(\sigma^{\prime}\right) P\left(\sigma^{\prime} \rightarrow \sigma\right)
$$

The space of trajectories of the process is

$$
\Omega \equiv\left(\{-1,1\}^{\Lambda}\right)^{N}
$$

An element in $\Omega$ is denoted by $\omega$; it is a function

$$
\omega: \mathbb{N} \rightarrow\{-1,1\}^{A}
$$

We often write $\omega=\sigma_{0}, \sigma_{1}, \ldots, \sigma_{t}, \ldots$.
Given any set of configurations $A \subset\{-1,1\}^{A}$, we use $\tau_{A}$ to denote the first hitting time to $A$ :

$$
\begin{equation*}
\tau_{A}=\inf \left\{t \geqslant 0: \sigma_{t} \in A\right\} \tag{4}
\end{equation*}
$$

Sometimes we use $P_{\eta}(\cdot)$ to denote the probability distribution over the process starting at $t=0$ from the configuration $\eta$. We use $-\underline{1},+\underline{1}$ to denote the configurations with all spins in $\Lambda$ equal to $-1,+1$, respectively.

We are interested in dynamics at very low temperatures. Namely, we will discuss the asymptotic behavior, in the limit $\beta \rightarrow \infty$, of typical paths of the first escape from -1 to +1 .

Having in mind a low-temperature dynamics, it is natural to describe configurations in terms of their Peierls contours. Namely, for every $\sigma \in\{-1,1\}^{4}$ we consider the union $C(\sigma)$ of all closed unit squares centered at sites $x$ with $\sigma(x)=+1$. Connected components of the boundary of $C(\sigma)$ are called contours. A contour $\gamma$ is thus a polygon connecting vertices of dual lattice $\mathbb{Z}^{2}+(1 / 2,1 / 2)$ such that any vertex is contained in an even number $(0,2$, or 4$)$ of unit segments belonging to $\gamma$. Often we shall identify a configuration $\sigma$ with the corresponding set $C(\sigma)$.

With a certain dose of imagination, one could view an evolution of a configuration $\sigma$ with energy (1) as a movement of a point in a complicated energy landscape (in "phase space")-like that shown on Fig. 1, simplifying, however, the multidimensional space of configurations to a two-dimensional space-with a natural tendency to follow a downhill path and an occasional, random and rather unprobable, uphill move. An important role is played by local minima of this landscape. Namely, let us introduce


Fig. 1
$\mathscr{R}\left(L_{1}, L_{2}\right)$ as the set of all configurations (up to a translation) with all spins -1 except for those in a rectangle $R\left(L_{1}, L_{2}\right)$ with corners on the dual lattice and horizontal (vertical) sides of length $L_{1}\left(L_{2}\right)$. It is easy to verify that, for any ( $L_{1}, L_{2}$ ) with $\min \left(L_{1}, L_{2}\right)>1$, these configurations correspond to such local minima. It turns out ${ }^{(11,12)}$ that small rectangles, namely those with small values of $\min \left(L_{1}, L_{2}\right)$, tend to shrink, while large rectangles tend to grow. The dynamical mechanism responsible for this behavior has been clarified in refs. 11 and 12: it is based on a competition between the creation of a unit square protuberance attached to an edge of the rectangle (and consequently a growth of a side of the rectangle by one) and an erosion of an edge. When deciding which tendency wins, one has to realize that the typical time for the creation of a protuberance on a vertical or horizontal edge is of the order $\exp \left\{2 \beta\left(J_{1}-h\right)\right\}$ or $\exp \left\{2 \beta\left(J_{2}-h\right)\right\}$, respectively, while the typical time for eroding an edge of the length $l$ is $\sim \exp \{\beta h(l-1)\}$ (see refs. 11 and 12 for more details).

Notice that the anisotropy reveals itself, in addition to different growth rates in different directions, also in an anisotropy of "interactions" between separate droplets. Namely, two droplets approaching each other in the horizontal direction will coalesce, while if they approach in the vertical direction they have to overcome an energy barrier and the time needed to make their coalescence probable is of the order $\exp \left\{2 \beta\left(J_{1}-J_{2}\right)\right\}$. If a droplet is too small, its existence is too ephemeral to participate in a coalescence. This will be an important factor when discussing the detailed definition of a set of configurations attracted to the configuration - 1 .

The configurations in $\mathscr{R}\left(L_{1}, L_{2}\right)$ are characterized by the point $\mathbf{L} \equiv\left(L_{1}, L_{2}\right)$ in $\left(\mathbb{Z}_{+}\right)^{2}$. The origin $\mathbf{0} \in\left(\mathbb{Z}_{+}\right)^{2}$ represents the configuration -1 . Points with $L_{1}$ or $L_{2}=M$ represent rectangles winding around the torus. We use $\mathscr{R}$ to denote the set of all rectangular configurations,

$$
\mathscr{R}=\bigcup_{L_{1}: L_{2}} \mathscr{R}\left(L_{1}, L_{2}\right)
$$

In $\left(\mathbb{Z}_{+}\right)^{2}$ we introduce the distance

$$
d(\mathbf{x}, \mathbf{y})=\max \left(\left|x_{1}-x_{2}\right|,\left|y_{1}-y_{2}\right|\right)
$$

for $\mathbf{x} \equiv\left(x_{1}, x_{2}\right), \mathbf{y} \equiv\left(y_{1}, y_{2}\right) \in\left(\mathbb{Z}_{+}\right)^{2}$. A saddle point between two neighboring local minima, say ( $L_{1}, L_{2}-1$ ) and ( $L_{1}, L_{2}$ ), is any configuration $\bar{\sigma}$ such that

$$
H(\bar{\sigma})=\min _{\omega: R\left(L_{1}, L_{2}-1\right) \rightarrow R\left(L_{1}, L_{2}\right)} \max _{\sigma \in \omega} H(\sigma)
$$

(where $\omega: \sigma \rightarrow \tau$ denotes a generic path starting from $\sigma$ and ending in $\tau$ ).
It is easy to see that it is represented by the set $C(\sigma)$ consisting of a rectangle $R\left(L_{1}, L_{2}-1\right)$ with a unit square attached to one of its sides of length $L_{1}$. We will use $\mathscr{P}\left(L_{1}, L_{2}-1 ; L_{1}, L_{2}\right)$ to denote the set of all such configurations.

A global saddle point is any configuration $\bar{\sigma}$ such that

$$
\begin{equation*}
H(\bar{\sigma})=\min _{\omega:-\underline{1} \rightarrow+\underline{1}} \max _{\sigma \in \omega} H(\sigma) \tag{5}
\end{equation*}
$$

It turns out (see Remark at the end of Section 3.1 below) that the set of all global saddle points is the set $\mathscr{P}$ of all configurations $\bar{\sigma}$ giving rise to a unique contour $\gamma$ consisting of a rectangle with sides $L_{2}^{*}, L_{2}^{*}-1$, and a unit square attached to one of its longer sides (see Fig. 2). Here

$$
\begin{equation*}
L_{2}^{*}=\left[\frac{2 J_{2}}{h}\right]+1 \tag{6a}
\end{equation*}
$$

where $[\cdot]$ denotes the integer part. We also introduce

$$
\begin{equation*}
L_{1}^{*}=\left[\frac{2 J_{1}}{h}\right]+1 \tag{6b}
\end{equation*}
$$

For any $\bar{\sigma} \in \mathscr{P}$ one has

$$
H(\bar{\sigma})-H(-1) \equiv \Gamma(h)=\left(2 J_{1}+2 J_{2}\right) L_{2}^{*}-h\left[\left(L_{2}^{*}\right)^{2}-L_{2}^{*}+1\right]
$$

for the "height" of the global saddle point.
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Using this fact, we shall prove that the first excursion from $-\underline{1}$ to $+\underline{1}$ typically passes through a configuration from $\mathscr{P}$ and the time needed for this to happen is of the order $\exp (\beta \Gamma)$.

Let $\bar{\tau}_{-\underline{1}}$ be the last instant in which $\sigma_{t}=-1$ before $\tau_{+1}$ :

$$
\begin{equation*}
\bar{\tau}_{-1}=\max \left\{t<\tau_{+1}: \sigma_{t}=-1\right\} \tag{7}
\end{equation*}
$$

Let

$$
\bar{\tau}_{\mathscr{P}}=\min \left\{t>\bar{\tau}_{-\underline{1}}: \sigma_{t}=\mathscr{P}\right\}
$$

Theorem 1. We have

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{-\underline{1}}\left(\bar{\tau}_{\mathscr{P}}<\tau_{+\underline{1}}\right)=1 \tag{8}
\end{equation*}
$$

Theorem 2. We have

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{-1}\left(\exp [\beta(\Gamma-\varepsilon)]<\tau_{+1}<\exp [\beta(\Gamma+\varepsilon)]\right)=1 \tag{9}
\end{equation*}
$$

for every $\varepsilon>0$.
Notice, as already mentioned in the Introduction, that a droplet of least overall surface tension covering a fixed area is given by the Wulff construction ${ }^{(15,2,4,13)}$ and, at very low temperatures, is close to a rectangle proportional to $R\left(L_{1}^{*}, L_{2}^{*}\right)$. In spite of this, escaping trajectories are passing through $\mathscr{P}$-a configuration close to critical nucleus $R\left(L_{2}^{*}, L_{2}^{*}\right)$.

Moreover, we shall see that a typical first excursion follows a rather well-specified path that visits certain growing rectangular, almost square, configurations at well-defined moments.

To state this result, we first introduce a standard tube (of rectangles) as a subset $\mathscr{T}$ of $\left(\mathbb{Z}_{+}\right)^{2}$ consisting of points corresponding either to "almost squares" or "large rectangles" (with either $x_{2}=L_{2}^{*}$ or $x_{1}=M$ ):

$$
\begin{equation*}
\mathscr{T}=\left\{\mathbf{x} \in\left(\mathbb{Z}_{+}\right)^{2}: d\left(\mathbf{x}, \mathscr{L}_{1}\right) \leqslant 1\right\} \cup \mathscr{L}_{2} \cup \mathscr{L}_{3} \tag{10}
\end{equation*}
$$

Here

$$
\begin{align*}
\mathscr{L}_{1} & =\left\{\left(x_{1}, x_{2}\right) \in\left(\mathbb{Z}_{+}\right)^{2}: 1 \leqslant x_{1}=x_{2} \leqslant L_{2}^{*}-1\right\} \\
\mathscr{L}_{2} & =\left\{\left(x_{1}, x_{2}\right) \in\left(\mathbb{Z}_{+}\right)^{2}: x_{2}=L_{2}^{*}, L_{2}^{*} \leqslant x_{1} \leqslant M\right\}  \tag{11}\\
\mathscr{L}_{3} & =\left\{\left(x_{1}, x_{2}\right) \in\left(\mathbb{Z}_{+}\right)^{2}: x_{1}=M, L_{2}^{*} \leqslant x_{2} \leqslant M\right\}
\end{align*}
$$

We call a standard sequence of rectangles any sequence $\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(2 M-1)}$, $\mathbf{x}^{(i)} \in\left(\mathbb{Z}_{+}\right)^{2}$ such that:

1. $\left\{\mathbf{x}^{(i)}\right\}_{i=1, \ldots, 2 M-1} \in \mathscr{T}$.
2. $\mathbf{x}^{(1)}=(1,1)$ and the sequence $\left\{\mathbf{x}^{(i)}\right\}_{i=1, \ldots, 2 M-1}$ is monotonic and consists of nearest neighbors in the sense

$$
\mathbf{x}^{(i+1)} \equiv\left(x_{1}^{(i+1)}, x_{2}^{(i+1)}\right)=\left(x_{1}^{(i)}, x_{2}^{(i)}\right)+\mathbf{e}
$$

where $\mathbf{e}$ is either $\mathbf{e}_{1}=(1,0)$ or $\mathbf{e}_{2}=(0,1)$.
Let $\tau_{0}, \tau_{1}, \ldots, \tau_{n}, \ldots$ be random times after $\bar{\tau}_{-1}$ at which $\sigma_{t}$ visits the set $\mathscr{R}$ of rectangular configurations (after a change):

$$
\begin{align*}
\tau_{0} & =\bar{\tau}_{-\underline{1}}  \tag{12}\\
\tau_{n+1} & =\min \left\{t>\tau_{n}: \sigma_{t} \in \mathscr{R} \backslash\left\{\sigma_{\tau_{n}}\right\}\right\}, \quad n=0,1,2, \ldots
\end{align*}
$$

We say that $\sigma_{t}$ is an $\varepsilon$-standard path if:

1. $\sigma_{\tau_{0}}=-\underline{1},\left\{\sigma_{\tau_{n}}\right\}_{n=0,1, \ldots .}$ is a standard sequence of rectangles (Fig. 3).
2. Random times $\tau_{n}$ satisfy the following conditions:
(a) $\tau_{1}<e^{\varepsilon \beta}, \quad \tau_{2}-\tau_{1}<e^{\varepsilon \beta}$
(b) $\left.\exp \{\beta[h(L-2)-\varepsilon]\} \leqslant \tau_{n}-\tau_{n-1} \leqslant \exp \{\beta h(L-2)+\varepsilon]\right\}$
whenever $\sigma_{\tau_{n}} \in \mathscr{R}(L, L)$ for $2 \leqslant L \leqslant L_{2}^{*}$
or $\sigma_{\tau_{n}} \in \mathscr{R}(L-1, L)$ for $3 \leqslant L \leqslant L_{2}^{*}$
(c) $\exp \left\{\beta\left(2 J_{2}-h-\varepsilon\right)\right\} \leqslant \tau_{n}-\tau_{n-1} \leqslant \exp \left\{\beta\left(2 J_{2}-h+\varepsilon\right)\right\}$
whenever $\sigma_{\tau_{n}} \in \mathscr{R}\left(L, L_{2}^{*}\right)$ for $L_{2}^{*}+1 \leqslant L \leqslant M$
(d) $\exp \left\{\beta\left(2 J_{1}-h-\varepsilon\right)\right\} \leqslant \tau_{n}-\tau_{n-1} \leqslant \exp \left\{\beta\left(2 J_{1}-h+\varepsilon\right)\right\}$ whenever $\sigma_{\tau_{n}} \in \mathscr{R}(M, L)$ for $L_{2}^{*}+1 \leqslant L \leqslant M$
We use $\mathscr{S}_{\varepsilon}$ to denote the set of all $\varepsilon$-standard paths.
Our results about the asymptotics of the first excursion from -1 to $+\underline{1}$ are then summarized in the following theorem.


Fig. 3. A standard sequence of rectangles.

Theorem 3. For every $\varepsilon>0$

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{-\underline{1}}\left(\left\{\sigma_{t}\right\}_{t=1,2 \ldots \ldots} \in \mathscr{S}_{\varepsilon}\right)=1 \tag{16}
\end{equation*}
$$

Before indicating the proof of our crucial result, namely Theorem 2, let us state several lemmas. First, we use the reversibility to prove that the time necessary to reach a particular configuration is greater than or equal to the exponential of the concerned energy difference multiplied by the inverse temperature.

Lemma 1. For every $\varepsilon>0$ and any configurations $\eta, \sigma$ such that $H(\eta)>H(\sigma)$ one has

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{\sigma}\left(\tau_{\eta}<\exp \{\beta[H(\eta)-H(\sigma)-\varepsilon]\}\right)=0 \tag{17}
\end{equation*}
$$

Proof. Given $T \in \mathbb{N}$, one has

$$
\begin{align*}
P_{\sigma}\left(\tau_{\eta}<T\right)= & \sum_{s=1}^{T-1} \sum_{1} P\left(\sigma_{0}=\sigma, \sigma_{1}=\bar{\sigma}_{1}, \ldots, \sigma_{s-1}=\bar{\sigma}_{s-1}, \sigma_{s}=\eta\right) \\
= & \exp \{-\beta[H(\eta)-H(\sigma)]\} \\
& \times \sum_{s=1}^{T-1} \sum_{\bar{\sigma}_{1}, \ldots, \bar{\sigma}_{s}-1 \neq \eta} P\left(\sigma_{0}=\eta, \sigma_{1}=\bar{\sigma}_{s-1}, \ldots, \sigma_{s-1}=\bar{\sigma}_{1}, \sigma_{s}=\sigma\right) \\
\leqslant & T \exp \{-\beta[H(\eta)-H(\sigma)]\} \tag{18}
\end{align*}
$$

To conclude the proof, we choose

$$
T=[\exp \{\beta(H(\eta)-H(\sigma)-\delta)\}]
$$

with $\delta=\min (\varepsilon,\{H(\eta)-H(\sigma)\} / 2)$ and take $\beta \rightarrow \infty$.
For any $\left(L_{1}, L_{2}\right) \in \mathbb{Z}_{+}^{2}$, let us denote $l=\min \left(L_{1}, L_{2}\right)$ and $L=$ $\max \left(L_{1}, L_{2}\right)$. The following three lemmas are direct consequences of Theorem 1 from ref. 11 or of the arguments used in its proof.

The first lemma claims that the size of a critical droplet is $L_{2}^{*}$ and indicates what barrier one has to overcome when starting from a local minimum.

Lemma 2. ${ }^{(11)}$ Using $P_{L_{1}, L_{2}}$ to denote $P_{\sigma}$ with $\sigma \in \mathscr{R}\left(L_{1}, L_{2}\right)$, we have

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}\left(\tau_{-1}<\tau_{+1}\right)=1 \tag{19}
\end{equation*}
$$

and for every $\varepsilon>0$

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}\left(\tau_{-1}>\exp \{\beta[h(l-1)+\varepsilon]\}\right)=0 \tag{20}
\end{equation*}
$$

whenever $L_{1}$ and $L_{2}$ are such that $l=\min \left(L_{1}, L_{2}\right)<L_{2}^{*}$ and $L=$ $\max \left(L_{1}, L_{2}\right)<M-1$. Further,

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}\left(\tau_{+\underline{1}}<\tau_{-\underline{1}}\right)=1 \tag{21}
\end{equation*}
$$

and for every $\varepsilon>0$

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}\left(\tau_{+\underline{1}}>\exp \left\{\beta\left(2 J_{1}-h+\varepsilon\right)\right\}\right)=0 \tag{22}
\end{equation*}
$$

whenever $L_{1}$ and $L_{2}$ are such that $\min \left(L_{1}, L_{2}\right) \geqslant L_{2}^{*}$.
The following lemma says that subcritical shrinking is isotropic. Namely, starting from a subcritical rectangular configuration, it is very probable that we will first cut a shorter edge in the time given by the height of the corresponding barrier.

Lemma 3. ${ }^{(11)}$ Starting from $\sigma_{0} \in \mathscr{R}\left(L_{1}, L_{2}\right)$, let

$$
\begin{equation*}
\tilde{\tau}_{\mathscr{R}}=\inf \left\{t>0: \sigma_{t} \in \mathscr{R} \backslash\left\{\sigma_{0}\right\}\right\} \tag{23}
\end{equation*}
$$

If $l=\min \left(L_{1}, L_{2}\right)<L_{2}^{*}$ and $L=\max \left(L_{1}, L_{2}\right)<M$ and $\varepsilon>0$, then:
(i) $\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}\left(\sigma_{\tau_{\mathscr{R}}} \in \mathscr{R}\left(L_{1}^{\prime}, L_{2}^{\prime}\right)\right)=1$ whenever $L_{1}^{\prime}$ and $L_{2}^{\prime}$ are such that, if $L_{1} \neq L_{2}, \max \left(L_{1}^{\prime}, L_{2}^{\prime}\right)=L-1$ and $\min \left(L_{1}^{\prime}, L_{2}^{\prime}\right)=l$, or, if $L_{1}=L_{2}=L, \max \left(L_{1}^{\prime}, L_{2}^{\prime}\right)=L$ and $\min \left(L_{1}^{\prime}, L_{2}^{\prime}\right)=L-1$.
(ii) $\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}(\exp \{\beta[h(l-1)-\varepsilon]\}$ $\left.<\tilde{\tau}_{\mathscr{R}}<\exp \{\beta[h(l-1)+\varepsilon]\}\right)=1$ for any $\varepsilon>0$.

Finally, the third lemma states that a supercritical droplet first grows in the "easier" direction, and only after $L_{1}$ hits $M$, does the side $L_{2}$ start to increase.

Lemma 4. ${ }^{\text {(11) }}$ Whenever $l \geqslant L_{2}^{*}, L_{1}<M$, and $\varepsilon>0$, one has

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}\left(\sigma_{\tilde{\tau}_{\mathscr{R}}} \in \mathscr{R}\left(L_{1}+1, L_{2}\right)\right)=1 \tag{24}
\end{equation*}
$$

and for every $\varepsilon>0$

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}\left(\exp \left\{\beta\left(2 J_{2}-h-\varepsilon\right)\right\}<\tilde{\tau}_{\Im \neq}<\exp \left\{\beta\left(2 J_{2}-h+\varepsilon\right)\right\}\right)=1 \tag{25}
\end{equation*}
$$

For $L_{1}=M, L_{2} \geqslant 2$, and any $\varepsilon>0$ one has

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}\left(\sigma_{\tilde{\tau}_{\mathscr{F}}} \in \mathscr{R}\left(M, L_{2}+1\right)\right)=1 \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{L_{1}, L_{2}}\left(\exp \left\{\beta\left(2 J_{1}-h-\varepsilon\right)\right\}<\tilde{\tau}_{\mathscr{R}}<\exp \left\{\beta\left(2 J_{1}-h+\varepsilon\right)\right\}\right)=1 \tag{27}
\end{equation*}
$$

Remark. It is possible to prove a stronger version of Theorem 3 giving rise to a more accurate description of the characteristics of typical paths of the first excursion from $-\underline{1}$ to +1 . In particular, one can prove that, with probability going to 1 as $\beta \rightarrow \infty$, during the transition from $-\underline{1}$ to a protocritical configuration (corresponding to the part $\mathscr{L}_{1}$ of the standard tube), the pluses form a connected cluster $C$ without holes and with a monotone boundary $\partial C$. Here, "monotone" means that $\partial C$ intersects the four edges of its rectangular envelope $R(C)$ in four intervals, and its length equals that of the perimeter $R(C)$. All these properties follow from stronger versions of lemmas whose proofs can again be found in refs. 10 and 11.

## 3. PROOF OF THEOREMS

The most crucial is the proof of Theorem 2. It will consist of two steps.
First, we define a set $\mathscr{A} \subset\{-1,1\}^{4}$ satisfying the following three properties:

1. For every $\sigma \in \mathscr{A}$ and any $\varepsilon>0$ one has

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{\sigma}\left(\tau_{-1}<\tau_{+1}\right)=1 \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{\sigma}\left(\tau_{-\underline{1}}<\exp \left\{\beta\left[h\left(L_{2}^{*}-2\right)+\varepsilon\right]\right\}\right)=1 \tag{29}
\end{equation*}
$$

2. Any path $\left\{\sigma_{t}\right\}_{t \in \mathbb{N}}$ such that $\sigma_{0}=-\underline{1}$ and $\sigma_{t}=+\underline{1}$ for some $t$ has to pass through the "boundary" $\partial \mathscr{A}$ of the set $\mathscr{A}$ defined by

$$
\begin{equation*}
\partial \mathscr{A}=\left\{\eta=\sigma^{(x)} \text { for some } x ; \sigma \in \mathscr{A}, \eta \notin \mathscr{A}\right\} \tag{30}
\end{equation*}
$$

Namely, there exists $s<t$ such that $\sigma_{s} \in \partial \mathscr{A}$.
3. The minimal energy in $\partial \mathscr{A}$ is attained for "protocritical" (global saddle) configurations $\sigma \in \mathscr{P}$; namely,

$$
\begin{align*}
& \min _{\sigma \in \partial \mathscr{A}}(H(\sigma)-H(-\underline{1}))=H(\mathscr{P})-H(-\underline{1})=\Gamma  \tag{31}\\
& \min _{\sigma \in \partial \mathscr{A} \backslash \mathscr{P}}(H(\sigma)-H(\mathscr{P})) \geqslant h>0
\end{align*}
$$

The second step will be to prove, for any $\varepsilon>0$, that before the time given by the upper bound from (8), one certainly reaches the boundary of $\mathscr{A}$; namely,

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{-\underline{1}}\left(\tau_{\partial \mathscr{A}} \geqslant T(\varepsilon)\right)=0 \tag{32}
\end{equation*}
$$

with

$$
\begin{equation*}
T(\varepsilon)=\exp \{\beta(\Gamma+\varepsilon)\} \tag{33}
\end{equation*}
$$

Once the set $\mathscr{A}$ satisfying the conditions $1-3$ is constructed and the equality (32) is assured, the proof can be easily completed.

Indeed, starting from $\sigma \in \mathscr{P}$, the probability of flipping a spin -1 adjacent to the unit square protuberance in such a way that a stable "protuberance of length 2 " is created is not smaller than $1 /|\Lambda|$ (see refs. 11 and 12 for more details). Then, for any $\varepsilon>0$, it follows from Lemmas 2 and 4 that the probability to reach +1 before reaching -1 , and to reach it in a time needed to create a minimal protuberance, can be bounded from below:

$$
\begin{array}{r}
P_{\mathscr{P}}\left(\tau_{+\underline{1}}<\tau_{-\underline{1}}\right) \geqslant \frac{1}{|\Lambda|}  \tag{34}\\
\lim _{\beta \rightarrow \infty} P_{\mathscr{P}}\left(\tau_{+\underline{1}}<\exp \left\{2 J_{1}-h+\varepsilon\right\} \mid \tau_{+\underline{1}}<\tau_{-\underline{1}}\right)=1
\end{array}
$$

On the other hand, Lemma 1 and the property 3 of $\mathscr{A}$ imply that one needs a much longer time than $T(\varepsilon)$ to reach $\partial \mathscr{A} \backslash \mathscr{P}$, provided $\varepsilon<h / 2$

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{-\underline{1}}\left(\tau_{\partial \mathscr{A} \backslash \mathscr{P}}<\exp \{\beta(\Gamma+h-\varepsilon)\}\right)=0 \tag{35}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
P_{-\underline{1}}\left(\tau_{\partial \mathscr{A} \backslash \mathscr{P}}<\tau_{\partial \mathscr{A}}\right) \leqslant P_{-1}\left(\tau_{\partial \mathscr{A} \backslash \mathscr{P}}<T(\varepsilon)\right)+P_{-\underline{1}}\left(\tau_{\partial \mathscr{A}} \geqslant T(\varepsilon)\right) \tag{36}
\end{equation*}
$$

Taking $\varepsilon<h / 2$, Eq. (35) implies that the first term on the right-hand side of (36) vanishes. Thus the relations (34) and (36) and the strong Markov property allow one to reduce the proof of the equality

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{-\underline{1}}\left(\tau_{+\underline{1}}>T(\varepsilon)\right)=0 \tag{37}
\end{equation*}
$$

to the proof of (32).
Finally, from Lemma 1 and the properties 2 and 3 of $\mathscr{A}$ it follows directly that one cannot reach $+\underline{1}$ in a too short time,

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{-1}\left(\tau_{+1}<\exp \{\beta(\Gamma-\varepsilon)\}\right)=0 \tag{38}
\end{equation*}
$$

Thus, to complete the proof, it remains to construct the set $\mathscr{A}$ and to prove the equality (32).

### 3.1. The Construction of $\mathscr{A}$

First we introduce the notion of acceptable configurations $\sigma \in\{-1,1\}^{A}$. Any configuration $\sigma$ can be identified with the collection $\left\{C_{1}, \ldots, C_{k}\right\}$ of its maximal connected components of plus spins (considering the union of all closed unit squares centered at the sites occupied by plus spins). To any such component $C$ we assign its rectangular envelope defined as the minimal closed rectangle $R(C)$ (with edges parallel to the coordinate axes and vertices on the dual lattice) containing $C$. As before, we consider a strip winding around the torus to be a rectangle with a side of length $M$. If none of the rectangles $R\left(C_{1}\right), \ldots, R\left(C_{k}\right)$ is winding around the torus, we call the corresponding configuration acceptable.

For any acceptable configuration $\sigma$, there always exists a unique component of minuses winding around the torus. The contours touching it are outer contours. Given any outer contour $\gamma$, we use $C(\gamma)$ to denote the region enclosed in it and $R(\gamma)$ to denote the rectangular envelope $R(C(\gamma))$. Notice that every edge of $R(\gamma)$ contains at least one unit segment belonging to $\gamma$.

Now, for any acceptable $\sigma$, we shall construct a new configuration

$$
\hat{\sigma}=S \sigma
$$

by "filling up" and "gluing" together some of its rectangular envelopes. To this end we first introduce the notion of interacting rectangles and chains of them. Two rectangles $R=R\left(L_{1}, L_{2}\right)$ and $R^{\prime}=R\left(L_{1}^{\prime}, L_{2}^{\prime}\right)$ are said to be interacting if one of the following three possibilities occurs:
(i) The rectangles $R$ and $R^{\prime}$ intersect.
(ii) There exists a unit square centered at some lattice site such that one of its vertical edges is contained in $R$ and the other in $R^{\prime}$.
(iii) There exists a unit square centered at some lattice site such that one of its horizontal edges is contained in $R$ and the other in $R^{\prime}$ and, at the same time, $\min \left(L_{1}, L_{2}, L_{1}^{\prime}, L_{2}^{\prime}\right) \geqslant l^{*}$, where

$$
l^{*}=\left[\frac{2\left(J_{1}-J_{2}\right)}{h}\right]+1
$$

(Neither $R$ nor $R^{\prime}$ is ephemeral.)
A set of rectangles $R_{1}, \ldots, R_{m}$ is said to form a chain $\mathscr{C}$ if every pair ( $R_{i}, R_{j}$ ) of them can be linked by a sequence $\left\{R_{i_{1}}, \ldots, R_{i_{n}}\right\}$ of pairwise interacting rectangles from $\mathscr{C} ; R_{i_{1}}=R_{i}, R_{i_{n}}=R_{j}$, and $R_{i /}$ and $R_{i_{i+1}}$ are interacting for all $l=1, \ldots, n-1$.

Given a collection of chains $\mathscr{C}_{1}, \ldots, \mathscr{C}_{n}$ we start the following iterative procedure:

1. The chains $\mathscr{C}_{j}^{(1)}$ of the "first generation" are identical to $\mathscr{C}_{j}$, $j=1, \ldots, n$.
2. Having defined $\mathscr{C}_{j}^{(r)}$, we construct rectangular envelopes $R_{j}^{(r)}$ of the sets

$$
\bigcup_{R \in \mathscr{C}_{j}^{(r)}} R
$$

and the maximal chains $\mathscr{C}_{j}^{(r+1)}$ of them.
The procedure ends once we reach a set of chains each consisting of a single rectangle. Notice that every pair from the resulting set of noninteracting rectangles $\bar{R}_{1}, \ldots, \bar{R}_{s}$ is such that either (1) their distance is at least $\sqrt{2}$, or (2) (if their distance is 1 ) they are either "almost touching by corners" (see Fig. 4A) or they are placed at a distance 1 in the vertical direction and at least one of the two, say $R\left(L_{1}, L_{2}\right)$, is ephemeral, $\min \left(L_{1}, L_{2}\right)<l^{*}$ (see Fig. 4B).

Starting now from any acceptable configuration $\sigma$, we apply the above
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construction on chains of rectangular envelopes of its outer contours and define $\hat{\sigma}$ as the configuration obtained by placing the spin +1 at all sites inside the resulting rectangles $\bar{R}_{1}, \ldots, \bar{R}_{s}$ (filling up the rectangles).

It is easy to verify that

$$
\begin{equation*}
H(\sigma) \geqslant H(\hat{\sigma}) \tag{39}
\end{equation*}
$$

Indeed, notice that whenever a configuration $\xi$ has contours $\gamma^{\prime}, \gamma^{\prime \prime}$ with interacting rectangular envelopes $R^{\prime}=R\left(\gamma^{\prime}\right), R^{\prime \prime}=R\left(\gamma^{\prime \prime}\right)$, we will decrease the energy by filling the rectangular envelope of the union of $R^{\prime}$ and $R^{\prime \prime}$. This is evident in the case (i) of the definition of interacting rectangles (the numbers of horizontal and vertical bonds separately are nonincreasing, the volume occupied by pluses is increasing) and in the case (ii) (flipping the minus spin in the center of the unit square touching $R^{\prime}$ and $R^{\prime \prime}$ the energy decreases since $J_{1} \geqslant J_{2}$ ). In the case (iii) we observe that when filling the rectangular envelope of $R^{\prime} \cup R^{\prime \prime}$ with pluses, one gains at least $h l^{*}$, which suffices, according to the definition of $l^{*}$, to compensate the loss of no more than $2\left(J_{1}-J_{2}\right)$. Using this observation in an iterative manner, we can construct a sequence of configurations of decreasing energy starting with $\sigma$ and ending with $\hat{\sigma}$.

Now we are ready to define the set $\mathscr{A}$. Namely, we introduce $\mathscr{A}$ as the set of all configurations $\sigma$ such that every resulting rectangle $\bar{R}\left(L_{1}, L_{2}\right)$ from the configuration $\hat{\sigma}$ is subcritical, $l=\min \left(L_{1}, L_{2}\right)<L_{2}^{*}$ and $L=\max \left(L_{1}, L_{2}\right)<M-1$.

Property 1 of the set $\mathscr{A}$ is a direct consequence of the definition of $\mathscr{A}$ and of Lemma 2. Since property 2 is obvious, again directly from the definition, our next task is to analyze the boundary $\partial \mathscr{A}$ and to prove property 3. Let $\eta \in \partial \mathscr{A}$. Then there exists $\sigma \in \mathscr{A}$ and $x$ such that $\eta=\sigma^{(x)} \notin \mathscr{A}$. It is clear that the mapping $\xi \rightarrow \hat{\xi}$ is monotonic. Namely, if $\xi_{1} \prec \xi_{2}$ (i.e., by definition, $\left\{x \mid \xi_{1}(x)=+1\right\} \subset\left\{x \mid \xi_{2}(x)=+1\right\}$ ), then also $\hat{\xi}_{1} \prec \xi_{2}$. As a consequence, $\sigma(x)$ is necessarily -1 ; otherwise $\sigma \in \mathscr{A}$ would imply also $\eta \in \mathscr{A}$. Moreover, the site $x$ lies outside of all rectangles $\bar{R}_{1}, \ldots, \bar{R}_{s}$ corresponding to $\hat{\sigma}$. Among the rectangles corresponding to $\hat{\eta}$ there exists a rectangle $\bar{R}\left(L_{1}, L_{2}\right)$ with the following properties:

1. $\bar{R}$ is supercritical, $\min \left(L_{1}, L_{2}\right) \geqslant L_{2}^{*}$ or $2 \leqslant \min \left(L_{1}, L_{2}\right)<L_{2}^{*}$ and $L=\max \left(L_{1}, L_{2}\right)=M$.
2. It contains the site $x$ and several rectangles $\bar{R}_{i}$, say, $\bar{R}_{1}, \ldots, \bar{R}_{k}$, corresponding to $\hat{\sigma}$; the remaining rectangles $\bar{R}_{k+1}, \ldots, \bar{R}_{s}$ are also rectangles of $\hat{\eta}$.

Our aim now is to prove that

$$
\begin{equation*}
H(\eta)-H(-\underline{1}) \geqslant\left(2 J_{1}+2 J_{2}\right) L_{2}^{*}-h\left[\left(L_{2}^{*}\right)^{2}-L_{2}^{*}+1\right] \tag{40}
\end{equation*}
$$

If $\bar{R}$ is winding around the torus, the inequality (40) is clearly satisfied (the overall length of the boundaries of rectangles $\bar{R}_{1}, \ldots, \bar{R}_{k}$ is necessarily at least $M$ ). Let us thus suppose that $\bar{R}$ is not wrapped around the torus. Consider first the configuration $\tilde{\eta}, H(\eta) \geqslant H(\tilde{\eta})$, whose set of pluses consists of the site $x$ and the rectangles $\bar{R}_{1}, \ldots, \bar{R}_{k}$ (energy decreases when skipping the subcritical rectangles $\bar{R}_{k+1}, \ldots, \bar{R}_{s}$ ). Further, consider the set $C^{(0)}$ consisting of the union of the unit square $q(x)$ centered at the site $x$ and those rectangles among $\bar{R}_{1}, \ldots, \bar{R}_{k}$ that intersect $q(x)$ along its edge. Let us take now the rectangular envelope $\bar{R}^{(1)}$ of $C^{(0)}$ and distinguish two cases: either the rectangle $\bar{R}^{(1)}$ is supercritical or it is not. [Notice that both $C^{(0)}$ and $\bar{R}^{(1)}$ may actually coincide with $q(x)$.]

If $\bar{R}^{(1)}$ is supercritical, we decrease the energy of $\tilde{\eta}$ further by erasing all rectangles among $\bar{R}_{1}, \ldots, \bar{R}_{k}$ that were not contributing to the set $C^{(0)}$ and consider the configuration yielded by the set $C^{(0)}$. Since $\bar{R}^{(1)}$ is supercritical, there exists an $L_{2}^{*} \times L_{2}^{*}$ square $Q^{*}$ contained in $\bar{R}^{(1)}$ and containing the site $x$. Given the fact that the rectangles $\bar{R}_{1}, \ldots, \bar{R}_{k}$ are mutually noninteracting, there are at most two among these rectangles that contribute to $C^{(0)}$. Moreover, if there are two, they intersect the unit square $q(x)$ along its opposite edges. Hence, always either the row or the column passing through. $x$ intersects the set $C^{(0)}$ only in $q(x)$. We decrease the energy by shrinking further the configuration corresponding to $C^{(0)}$ to its intersection with $Q^{*}$ (taking into account the fact that the concerned rectangles are subcritical), thus obtaining the configuration $\bar{\eta}$ whose boundary necessarily contains $2 L_{2}^{*}$ horizontal and $2 L_{2}^{*}$ vertical bonds (as $Q^{*}$ does), while its pluses are covering the area that is smaller by at least $L_{2}^{*}-1$ sites of the mentioned row or column than the area of $Q^{*}$. This yields the bound (40).

Next, consider the case when $\bar{R}^{(1)}$ is subcritical. Take $\bar{R}^{(1)}$ and all rectangles among $\bar{R}_{1}, \ldots, \bar{R}_{k}$ that were not used for $C^{(0)}$ and construct from them the set of chains $\mathscr{C}_{j}^{(1)}$ of the first generation. A sequence $\mathscr{C}_{j}^{(r)}$, $r=1, \ldots, m$, of chains of following generations is obtained from it by iteration. Since the rectangles $\bar{R}_{1}, \ldots, \bar{R}_{k}$ are mutually noninteracting, for every generation $r$ we get a chain, say $\mathscr{C}_{1}^{(r)}$, consisting of a rectangle $\bar{R}^{(r)}$ containing the site $x$ and certain subset of $\bar{R}_{1}, \ldots, \bar{R}_{k}$. The remaining chains $\mathscr{C}_{j}^{(r)}$, $j=2, \ldots$, each contain just one rectangle from those among $\bar{R}_{1}, \ldots, \bar{R}_{k}$ that have not appeared in $\mathscr{C}_{1}^{(p)}, p \leqslant r$, in the preceding steps. Clearly, there is only one chain in the last generation, $\mathscr{C}_{1}^{(m)}=\left\{\bar{R}^{(m)}\right\} \equiv\{\bar{R}\}$.

Let us consider now the last rectangle $\bar{R}^{(p)}$ among $\bar{R}^{(r)}, r=1, \ldots, m$, that is subcritical and take the chain $\mathscr{C}_{1}^{(p)}$ with the rectangles in $\mathscr{C}_{1}^{(p)} \backslash \bar{R}^{(p)}$ ordered in a particular way, say in lexicographic order of their left upper corner. Let us unite them, one by one in the given order, with the rectangle $\bar{R}^{(p)}$ until the circumscribed rectangle is supercritical. Cutting off the
remaining rectangles from the chain $\mathscr{C}_{1}^{(p)}$, we get the chain $\tilde{\mathscr{C}}_{1}^{(p)} \subset \mathscr{C}_{1}^{(p)}$. Let us use $\widetilde{R}^{\prime}$ to denote the last rectangle that was attached to form the chain $\widetilde{\mathscr{C}}_{1}^{(p)}$ and $\widetilde{R}$ the circumscribed rectangle to the union of rectangles from $\tilde{\mathscr{C}}_{1}^{(p)} \backslash\left\{\widetilde{R}^{\prime}\right\}$. Clearly, $\widetilde{R}$ and $\widetilde{R}^{\prime}$ are subcritical interacting rectangles with a supercritical envelope $R^{*}$ of their union. Hence, there exists an $L_{2}^{*} \times L_{2}^{*}$ square $Q^{*}$ contained in $R^{*}$ such that it intersects both rectangles $\tilde{R}$ and $\widetilde{R}^{\prime}$ in nondegenerate rectangles $R$ and $R^{\prime}, R=\widetilde{R} \cap Q^{*}$ and $R^{\prime}=\widetilde{R}^{\prime} \cap Q^{*}$, and contains the intersection $\widetilde{R} \cap \widetilde{R}^{\prime}$ (if it is nonempty). One has

$$
H(\tilde{\eta}) \geqslant H(R)+H\left(R^{\prime}\right)
$$

where $H(R)$ and $H\left(R^{\prime}\right)$ denote the energy of the configuration with pluses in $R$ and $R^{\prime}$, respectively. To see this, it is enough to realize that the energy of $\tilde{\eta}$ is certainly higher than the energy of all among the original rectangles $\bar{R}^{(1)}, \bar{R}_{1}, \ldots, \bar{R}_{k}$ that were subsequently used in the construction of $\tilde{\mathscr{C}}_{1}^{(p)} \backslash\left\{\tilde{R}^{\prime}\right\}$ plus the energy associated to the rectangle $\widetilde{R}^{\prime}$ (notice that $\tilde{R}^{\prime}$ does not intersect the remaining rectangles from the original set $\bar{R}_{1}, \ldots, \bar{R}_{k}$ used to construct $\widetilde{\mathscr{C}}_{1}^{(p)}$ and it can only touch by its corners the set $C^{(0)}$ ). The first term can be subsequently bounded from below by $H(\tilde{R})$ and we get the above inequality observing that $\widetilde{R}$ and $\widetilde{R}^{\prime}$ are subcritical and thus one gains energy by reducing them to $R$ and $R^{\prime}$.

Now, if we replace the rectangles $R$ and $R^{\prime}$ by their circumscribed rectangle $Q^{*}$, the sum on the right-hand side above decreases by at least ( $L_{2}^{*}-1$ ) $h$, leading thus to the inequality (40).

Indeed, if the rectangles $R$ and $R^{\prime}$ intersect at more than one point, there is a surplus of at least two bonds in the sum of their boundaries, yielding at least $2 J_{2}>\left(L_{2}^{*}-1\right) h$. If $R$ and $R^{\prime}$ just touch in the corner, the boundary has the same number of horizontal and vertical bonds as in $Q^{*}$ and there are at least $2\left(L_{2}^{*}-1\right)$ minus sites inside of $Q^{*}$. If $R$ and $R^{\prime}$ are interacting according to case (ii) from the definition of interacting rectangles, the surplus of at least two vertical edges compensates for the lack of two horizontal edges, while there are at least $L_{2}^{*}$ minuses inside $Q^{*}$.

Finally, consider case (iii). Notice first that since $\widetilde{R}$ and $\widetilde{R}^{\prime}$ are interacting and subcritical, the appearance of case (iii) necessarily means that $L_{2}^{*}>l^{*}$, namely, the coupling constants satisfy the inequality $J_{1}<2 J_{2}$. The rectangles $R$ and $R^{\prime}$ are separated by a row of minuses and there must exist a unit square $q$ (in the concerned row) whose opposite horizontal edges intersect $R$ and $R^{\prime}$. The column passing through this square intersects the boundary of $R \cup R^{\prime}$ in at least four horizontal bonds-two of them are the edges of $q$. Suppose first that this is the only such column (and $q$ is the only unit square with the property stated above); the rows below and above the considered separating row contain together at least $L_{2}^{*-1}$ minuses (in
addition to $L_{2}^{*}$ minuses in the concerned row) in $Q^{*}$ (see Fig. 5). Then we see that, in the configuration with pluses at all sites inside $Q^{*}$, at least four horizontal edges in the considered column are replaced by only two, with two new vertical edges added in the considered row. The possible increase in energy associated with the replacement of two "weak" horizontal edges by two "strong" vertical edges is at most $2\left(J_{1}-J_{2}\right)$ and is compensated by filling up $L_{2}^{*}$ minuses of the concerned row [recall that in the present case $J_{1}<2 J_{2}$ and thus $2\left(J_{1}-J_{2}\right)<L_{2}^{*} h$ by the definition of $\left.L_{2}^{*}\right]$. The additional $L_{2}^{*}-1$ bonds found above and below the considered row of minuses will then contribute to the second term on the right-hand side of (40), leading to its verification in the considered case. If there exist at least two unit squares $q_{1}$ and $q_{2}$ with the property formulated above, one has at least four surplus horizontal edges to compensate for the only two additional vertical edges (again, use $J_{1}<2 J_{2}$ ). The $L_{2}^{*}$ minuses of the concerned row are then used for the additional term $\left(L_{2}^{*}-1\right) h$ when comparing the right-hand side of (40) with the energy of $Q^{*}$.

Thus, we are left with the task of finding configurations for which the energy equals the right-hand side in (40). Thus, let us suppose that $\eta$ satisfies the equality in (40). Then, necessarily, $\bar{R}^{(1)}$ in the construction above is supercritical. If it were not and the other steps of the construction and filling of final chains followed, we would run into a contradiction, since in each of those steps the energy strictly decreases with, as the proof shows, the inequality (40) maintained. This excludes the possibility of having an equality for the starting configuration $\eta$. Similar reasoning also shows that $\eta=\bar{\eta}$. Moreover, if two rectangles from among $\bar{R}_{1}, \ldots, \bar{R}_{k}$ were contained in $C^{(0)}$, the bound (40) would be valid with the strict inequality. Hence, $C^{(0)}$ consists of $q(x)$ attached to a single rectangle and to get the equality in (40) it must be an ( $\left.L_{2}^{*}-1\right) \times L_{2}^{*}$ rectangle (see Fig. 2). Thus, the only possibility of achieving an equality in (40) is to take $\eta \in \mathscr{P}$ and we can conclude that

$$
\min _{\sigma \in \partial \mathscr{A}} H(\sigma)=H(\mathscr{P})
$$
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and

$$
\min _{\sigma \in \mathcal{D}_{\mathscr{A}} \backslash \mathscr{P}} H(\sigma)=H(\mathscr{P})+h
$$

namely, property 3 of $\mathscr{A}$.
Remark. It is easy to convince oneself that, for every $\sigma$ in $\mathscr{P}$, there exists a path $\bar{\omega}$, starting at $\sigma$ and ending at $+\underline{1}$, such that it first passes through $\mathscr{R}\left(L_{2}^{*}, L_{2}^{*}\right)$, then visits the whole sequence of rectangles $R\left(L_{1}, L_{2}\right)$ in the sets $\mathscr{L}_{2}$ and $\mathscr{L}_{3}$ of the standard tube [see Eq. (10)] as well as the saddle points $P\left(L_{1}, L_{2}^{*} ; L_{1}+1, L_{2}^{*}\right)$ and $P\left(M, L_{2} ; M, L_{2}+1\right)$ between them, and at the same time

$$
\max _{\sigma \in \bar{\omega}} H(\sigma)=H(\mathscr{P})
$$

In other words, along this path the energy is almost monotonically decreasing with some uphill jump over barriers that never overcome the initial height.

It follows from properties 2 and 3 of the set $\mathscr{A}$ and from the existence of the above-mentioned path $\bar{\omega}$ that

$$
H(\mathscr{P})=\min _{\omega:-\underline{1} \rightarrow+\underline{1}} \max _{\sigma \in \omega} H(\sigma)
$$

so that, indeed, any $\sigma$ in $\mathscr{P}$ is a global saddle point. On the other hand, again by property 3 of $\mathscr{A}$, it follows that any such a global saddle point is in $\mathscr{P}$.

### 3.2. Proof of Equality (32)

The strategy of the proof is as follows: we introduce an event $\mathscr{E}_{\sigma}$ consisting of a set of trajectories starting from $\sigma \in \mathscr{A}$, taking place over an interval of time $T_{1}$, and such that:

1. If $\mathscr{E}_{\sigma}$ takes place, one necessarily reaches the set $\partial \mathscr{A}$ (in a particular manner) before the time $T_{1}$.

Moreover, we suppose that there is a lower bound on the probability of this event such that, attempting many times the event $\mathscr{E}_{\sigma}$, we can conclude, with the help of the strong Markov property, that after a time $T_{2}>T_{1}$ it happens with a high probability. Namely, we are assuming that:
2. One has a uniform lower bound for the probability $\inf _{\sigma} P\left(\mathscr{E}_{\sigma}\right) \geqslant$ $\alpha\left(T_{1}\right)$ such that

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty}\left[1-\alpha\left(T_{1}\right)\right]^{T_{2} / T_{1}}=0 \tag{41}
\end{equation*}
$$

Hence, if we succeed in choosing times $T_{1}, T_{2}$ and the event $\mathscr{E}_{\sigma}$ so that the conditions 1 and 2 are satisfied, we will be able to conclude that, with probability approaching 1 as $\beta \rightarrow \infty$, one has to reach $\partial \mathscr{A}$ before $T_{2}$.

Next we pass to the construction of the event $\mathscr{E}_{\sigma}$. It can be quite special, once a correct lower bound on its probability is satisfied.

The first portion of $\mathscr{E}_{c}$ is an essentially downhill path from $\sigma$ to -1 . Namely, for every $\sigma \in \mathscr{A}, t_{1} \in \mathbb{N}$, we define

$$
\begin{equation*}
\mathscr{E}_{\sigma, t_{1}}^{(1)}=\left\{\omega \in \Omega: \sigma_{0}=\sigma, \tau_{-1}=t_{1}\right\} \tag{42}
\end{equation*}
$$

The next portion of the event means simply that one is staying in the configuration -1 ; for every $t_{2}>t_{1}, t_{2} \in \mathbb{N}$, we set

$$
\begin{equation*}
\mathscr{E}_{t_{1}, t_{2}}^{(2)}=\left\{\omega \in \Omega: \sigma_{t}=-1, t_{1} \leqslant t \leqslant t_{2}\right\} \tag{43}
\end{equation*}
$$

Now comes a very particular growth to $\mathscr{P}$ starting from -1. Namely, our aim is to consider a set of paths passing through a standard sequence of rectangles, reaching the rectangles in random times of particular orders. The orders of the random times are chosen so that, roughly speaking, at every basin of attraction of a particular rectangle one is allowed to stay for a time proportional to the exponent of the product of inverse temperature and the height of the energy barrier that prevents an erosion and after that one reaches in the shortest possible time the local saddle point toward an enlarged rectangle. This saddle point is higher than the saddle toward the eroded rectangle and the exponent of the difference of the energies of these two barriers will be the main ingredient for the lower bound on the probability of the event $\mathscr{E}_{\sigma}$. To be more precise, simplifying the notation and writing $L^{*}$ for $L_{2}^{*}$ and $Q_{L_{1}, L_{2}}$ for the rectangle with horizontal edge $L_{1}$ and vertical edge $L_{2}$ and with the upper left corner in the point $(-1 / 2,+1 / 2)$ (the origin of $\mathbb{Z}^{2}$ is the first site $x$ in $Q$; the edges of $Q$ lie on the dual lattice), for every $t_{2} \in \mathbb{N}$ we set

$$
\begin{equation*}
\mathscr{E}_{t_{2}(3)}^{(x)}=\left\{\omega \in \Omega: \sigma_{t_{2}}=-1, \sigma_{t_{2}+1}=Q_{1,1}, \sigma_{t_{2}+2}=Q_{1,2}, \sigma_{t_{2}+4}=Q_{2,2}\right\} \tag{44}
\end{equation*}
$$

This is the portion of the path starting with -1 and growing to $Q_{2,2}$. Further, for every $T_{0}<t_{2,2}<t_{2,3}<t_{3,3}<\cdots<t_{L^{*}-1, L^{*}}\left(t_{L_{1}, L_{2}} \in \mathbb{N}\right)$ we set

$$
\begin{align*}
& \mathscr{E}_{t_{2}, t_{2,2}, t_{2,3}, \ldots, t_{L^{*}-1, L^{*}}}^{(4)} \\
& \quad=\mathscr{E}_{2,2} \cap \mathscr{E}_{2,3} \cap \cdots \cap \mathscr{E}_{L, L} \cap \mathscr{E}_{L, L+1} \cap \cdots \cap \mathscr{E}_{L^{*}-1, L^{*}-1} \cap \mathscr{E}_{L^{*}-1, L^{*}} \tag{45}
\end{align*}
$$

where, for every $2 \leqslant L \leqslant L^{*}-1$,

$$
\begin{align*}
& \mathscr{E}_{L, L}=\left\{\omega \in \Omega: \sigma_{T_{L, L}}=Q_{L, L}, \sigma_{t} \in \mathscr{B}\left(Q_{L, L}\right)\right. \text { for every } \\
&\left.t \in\left[T_{L, L}, T_{L, L}+t_{L, L}-T_{0}\right], \sigma_{T_{L, L}+t_{L, L}}=Q_{L, L+1}\right\}
\end{align*}
$$

$$
\begin{align*}
\mathscr{E}_{L, L+1}=\{ & \omega \in \Omega: \sigma_{T_{L, L+1}}=Q_{L, L+1}, \sigma_{t} \in \mathscr{B}\left(Q_{L, L+1}\right) \text { for every } \\
& \left.t \in\left[T_{L, L+1}, T_{L, L+1}+t_{L, L+1}-T_{0}\right], \sigma_{T_{L, L+1}+t_{L, L+1}}=Q_{L+1, L+1}\right\}
\end{align*}
$$

and

$$
\begin{align*}
\mathscr{E}_{L^{*}-1, L^{*}}= & \left\{\omega \in \Omega: \sigma_{T_{L^{*}-1, L^{*}}}=Q_{L^{*}-1, L^{*}}, \sigma_{t} \in \mathscr{B}\left(Q_{L^{*}-1, L^{*}}\right)\right. \text { for every } \\
& \left.t \in\left[T_{L^{*}-1, L^{*}}, T_{L^{*}-1, L^{*}}+t_{L^{*}-1, L^{*}}-T_{0}\right], \sigma_{T_{L^{*}-1, L^{*}+t_{L^{*}-1, L^{*}}}}=S_{L^{*}}\right\}
\end{align*}
$$

Here

$$
\begin{aligned}
T_{2,2} & =t_{2}+4 \\
T_{L, L+1} & =t_{2}+4+t_{2,2}+t_{2,3}+\cdots+t_{L, L}
\end{aligned}
$$

for every $2 \leqslant L \leqslant L^{*}-1$, and

$$
T_{L, L}=T_{L-1, L}+t_{L-1, L}
$$

for every $3 \leqslant L \leqslant L^{*}-1$. The set $S_{L}$ is for every $L \leqslant L^{*}$ obtained by adding a unit square to the vertical right-hand edge of $Q(L-1, L)$, $S_{L} \in \mathscr{P}(L, L-1 ; L, L)$. The time $T_{0}$ is chosen so that $T_{0} / 2$ is an upper bound on the time needed to monotonically decrease the energy from any configuration $\sigma$ to any other (say $\eta$ ) through a path of "nearest neighbor configurations,"

$$
\begin{equation*}
T_{0}=\left[\frac{2}{h}\left(\max _{\sigma \in\{-1,1\}^{4}} H(\sigma)-\min _{\sigma^{\prime} \in\{-1,1\}^{4}} H\left(\sigma^{\prime}\right)\right)\right]+1 \tag{46}
\end{equation*}
$$

Of course, $S_{L^{*}} \in \mathscr{P}$.
Further, we define

$$
\begin{equation*}
\mathscr{E}_{t_{2}}^{(4)}=\bigcup_{n_{2,2}=1}^{\bar{n}_{2,2}} \bigcup_{n_{2,3}=1}^{\bar{n}_{2,3}} \ldots \bigcup_{n_{L^{*}}-1, L^{*}=1}^{\bar{n}_{L^{*}-1, L^{*}}} \tilde{\mathscr{E}}_{n_{2,2}, \ldots, n_{L^{*}-1, L^{*}}} \tag{47}
\end{equation*}
$$

where

$$
\widetilde{\mathscr{E}}_{t_{2}, n_{2,2}, \ldots, n_{L^{*}-1, L^{*}}}=\mathscr{E}_{t_{2}, t_{2,2}=n_{2,2}^{(4)} T_{0}, \ldots, t_{L^{*}-1, L^{*}}=n_{L^{*}-1, L^{*}} T_{0}}
$$

and

$$
\bar{n}_{L-1, L-1}=\bar{n}_{L-1, L}=[\exp \{\beta[h(L-2)+\delta]\}]
$$

for every $L=1, \ldots, L^{*}$. Choosing now the times

$$
\begin{equation*}
\bar{t}_{1}=\bar{t}_{2}=\left[\exp \left\{\beta\left[h\left(L^{*}-2\right)+\delta\right]\right\}\right] \tag{48}
\end{equation*}
$$

we define

$$
\begin{equation*}
\mathscr{E}_{\sigma}=\bigcup_{t_{1}=1}^{i_{1}} \mathscr{E}_{\sigma, t_{1}}^{(1)} \cap\left(\bigcup_{t_{2}=t_{1}+1}^{t_{1}+i_{2}}\left[\mathscr{E}_{t_{1}, t_{2}}^{(2)} \cap \mathscr{E}_{t_{2}}^{(3)} \cap \mathscr{E}_{t_{2}}^{(4)}\right]\right) \tag{49}
\end{equation*}
$$

The constant $\delta$ will be fixed later when also the reason for this particular choice of the constants $\bar{n}$ will be apparent.

We use $\mathscr{B}(Q)$ to denote the set of all connected clusters $C$ of pluses whose rectangular envelope is $Q$ and such that $\partial C$ contains at least a segment of length not shorter than 2 in any edge of $Q$. The set $\mathscr{B}(Q)$ is a subset of the basin of attraction of $Q$ in the sense that any sequence of spin flips decreasing the energy and leading to some rectangle $R$ necessarily is such that $R \equiv Q$.

The crucial point in the lower bound on $P\left(\mathscr{E}_{\sigma}\right)$ will be the following inequality valid for every $\varepsilon>0$ and $\beta$ sufficiently large:

$$
\begin{align*}
& P\left(\left\{\omega: \sigma_{0}=Q_{L-1, L} ; \sigma_{s} \in \mathscr{B}\left(Q_{L-1, L}\right) \text { for every } s \leqslant t\right\}\right) \\
& \quad \geqslant\left(1-e^{\varepsilon \beta} e^{-h(L-2) \beta}\right)^{t} \tag{50}
\end{align*}
$$

and, similarly,

$$
\begin{align*}
& P\left(\left\{\omega: \sigma_{0}=Q_{L, L} ; \sigma_{s} \in \mathscr{B}\left(Q_{L, L}\right) \text { for every } s \leqslant t\right\}\right) \\
& \quad \geqslant\left(1-e^{\varepsilon \beta} e^{-h(L-1) \beta}\right)^{t} \tag{51}
\end{align*}
$$

To get the estimate (50) [(51) is completely analogous], we introduce, following Freidlin and Wentzell (ref. 5, p. 109), an auxiliary Markov chain whose space of states is

$$
\mathscr{X}=Q \cup \partial \mathscr{B}
$$

[to simplify the notation we write $Q$ for $Q_{L-1, L}$ and $\mathscr{B}$ for $\mathscr{B}\left(Q_{L-1, L}\right)$ ]. The boundary $\partial \mathscr{B}$ of $\mathscr{B}$ is given by

$$
\begin{equation*}
\partial \mathscr{B}=\left\{\eta=\sigma^{(x)} \text { for some } x: \eta \notin \mathscr{B}, \sigma \in \mathscr{B}\right\} \tag{52}
\end{equation*}
$$

We introduce a sequence of times

$$
v_{0}<u_{0} \leqslant v_{1}<u_{1} \leqslant v_{2}<\cdots
$$

with $v_{0}=0, u_{i}, v_{i} \in \mathbb{N}$,

$$
\begin{align*}
& u_{n}=\inf \left\{t>v_{n}: \sigma_{t} \neq \sigma_{t-1}\right\} \\
& v_{n}=\inf \left\{t \geqslant u_{n}: \sigma_{t} \in \partial \mathscr{B} \cap Q\right\} \tag{53}
\end{align*}
$$

We set

$$
\begin{align*}
\xi_{n} & =\sigma_{v_{n}}, \quad \xi_{0}=\sigma_{0}=Q  \tag{54}\\
v & =\inf \left\{n: \xi_{n} \in \partial \mathscr{B}\right\} \tag{55}
\end{align*}
$$

For every $s \in \mathbb{N}$ one has

$$
\begin{equation*}
P_{Q}\left(\tau_{\partial \mathscr{B}}>s\right) \geqslant P_{Q}(v>s)=P(Q \rightarrow Q)^{s}=[1-P(Q \rightarrow \partial \mathscr{B})]^{s} \tag{56}
\end{equation*}
$$

where

$$
\begin{equation*}
P(Q \rightarrow Q)=P\left(\xi_{1}=Q \mid \xi_{0}=Q\right) \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
P(Q \rightarrow \partial \mathscr{B})=\sum_{\rho \in \partial \mathscr{B}} P\left(\xi_{1}=\rho \mid \xi_{0}=Q\right) \tag{58}
\end{equation*}
$$

For every $\varepsilon>0$ we have

$$
\begin{align*}
P(Q \rightarrow \partial \mathscr{B}) \leqslant & \sum_{s=1}^{\left[e^{\varepsilon \beta}\right]} \sum_{\bar{\sigma}_{1}, \ldots, \bar{\sigma}_{s-1}} P\left(\sigma_{0}=Q, \sigma_{1}=\bar{\sigma}_{1}, \ldots, \sigma_{s-1}=\bar{\sigma}_{s-1}, \sigma_{s} \in \partial \mathscr{B}\right) \\
& +P_{Q}\left(\sigma_{t} \notin \mathscr{M} \text { for every } t \in\left[1,\left[e^{\varepsilon \beta}\right]\right]\right) \tag{59}
\end{align*}
$$

where

$$
\mathscr{M}=\left\{\sigma \in\{-1,1\}^{\wedge}: \sigma \text { is a local minimum for } H\right\}
$$

Of course $\mathscr{M} \supset \mathscr{R}$.
We have

$$
\begin{equation*}
P_{Q}\left(\sigma_{t} \notin \mathscr{M} \text { for every } t \in\left[1,\left[e^{\varepsilon \beta}\right]\right]\right) \leqslant\left(\frac{1}{2}\right)^{\left[e^{\varepsilon \beta}\right]} \tag{60}
\end{equation*}
$$

for $\beta$ sufficiently large. Indeed, one can see immediately that

$$
\begin{equation*}
\inf _{\sigma \in\{-1,1\}^{\Lambda}} P_{\sigma}\left(\tau_{\mathscr{M}}<T_{0}\right)>\left(\frac{1}{|\Lambda|}\right)^{T_{0}} \tag{61}
\end{equation*}
$$

Hence, by the strong Markov property, we get

$$
\begin{equation*}
\inf _{\sigma \in\{-1,1\}^{A}} P_{\sigma}\left(\tau_{\mathscr{M}}<\left[e^{\varepsilon \beta}\right]\right)>\frac{1}{2} \tag{62}
\end{equation*}
$$

for all $\varepsilon>0$ and all $\beta$ sufficiently large, and thus, again by the strong Markov property, the bound (60) is implied.

To estimate the first sum on the right-hand side of the inequality (59), we first observe that if $\eta \in \partial \mathscr{B}$, then we have one of the following possibilities:

1. The rectangular envelope of $\eta$ is $Q^{\prime} \supset Q$ with $\eta \cap\left(Q^{\prime} \backslash Q\right)=\{x\}$ if $\eta=\sigma^{(x)}, \sigma \in \mathscr{B}$, and $x$ is adjacent, from the exterior, to $Q$.
2. $\eta$ is contained in $Q$, but it is not connected.
3. $\eta$ is a connected cluster whose rectangular envelope is $Q$, but at least on one edge it intersects $\eta$ on a single unit square.

We claim that, given $\bar{Q}=Q_{L_{1}, L_{2}}$ with $L_{1} \leqslant L_{2}<L_{2}^{*}$, then

$$
\begin{align*}
\min _{\sigma \in \partial \mathscr{G}(\bar{Q})} H(\sigma) & =\left(2 J_{1} L_{2}+2 J_{2} L_{1}\right)-h L_{1} L_{2}+h\left(L_{1}-1\right) \\
& =H\left(Q_{L_{1}, L_{2}}\right)+h\left(L_{1}-1\right)=H\left(S_{L_{1}, L_{2}}\right) \tag{63}
\end{align*}
$$

where $S_{L_{1}, L_{2}}$ is obtained from $Q_{L_{1}, L_{2}-1}$ by adding to it a unit square adjacent to its (short) vertical edge. Indeed, it is easy to see that for $\eta$ as in case 1 , one has

$$
H(\eta)-H(Q) \geqslant 2 J_{2}-h
$$

whereas in case 2 one has

$$
H(\eta)-H(Q)>h\left(L_{1}+L_{2}-1\right)
$$

Hence, since $L_{2}<L_{2}^{*}$, we are left with case 3 , which is easily treated and leads to (63). By exploiting the reversibility as in Lemma 1 and using the inequalities (59) and (60), it is easy to see that

$$
\begin{equation*}
P(Q \rightarrow \partial \mathscr{B}) \leqslant e^{\varepsilon \beta} e^{-h \beta(L-2)} \tag{64}
\end{equation*}
$$

for all $\varepsilon>0$ and all $\beta$ sufficiently large. From the inequalities (56) and (64) we get the estimate (50). The bound (51) follows in a similar way.

From the estimates (50) and (51) it is easy to deduce that for every $t_{L-1, L}, t_{L, L} \in \mathbb{N}$, all $\varepsilon>0$, and all $\beta$ sufficiently large, one has

$$
\begin{equation*}
P\left(\mathscr{E}_{L-1, L}\right) \geqslant\left(1-e^{\varepsilon \beta} e^{-h \beta(L-2)}\right)^{t_{L-1, L}} \frac{1}{|A|^{T_{0}}} e^{-\left(2 J_{2}-h\right) \beta} \tag{65}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\mathscr{E}_{L, L}\right) \geqslant\left(1-e^{\varepsilon \beta} e^{-h \beta(L-1)}\right)^{t_{L, L}} \frac{1}{|\Lambda|^{T_{0}}} e^{-\left(2 J_{1}-h\right) \beta} \tag{66}
\end{equation*}
$$

To get the bound (65), we consider, for every $\sigma \in \mathscr{B}_{L-1, L}$, the following event:

$$
\begin{align*}
\overline{\mathscr{E}}_{L-1, L}(\sigma)=\{ & \left\{\sigma=\sigma_{0}, \tau_{Q_{L-1, L}} \leqslant T_{0}-L, \sigma_{\tau_{Q_{L-1, L}}+1}=S_{L}, \tau_{Q_{L, L}}=\tau_{Q_{L-1, L}}+L,\right. \\
& \left.\sigma_{t}=Q_{L, L} \text { for every } t \in\left[\tau_{Q_{L_{L L}, L}}, \tau_{Q_{L, L}}+T_{0}-L-\tau_{Q_{L-L, L}}\right]\right\} \tag{67}
\end{align*}
$$

To put this definition into words: every path in $\bar{E}_{L-1, L}(\sigma)$ starts from $\sigma \in \mathscr{B}\left(Q_{L-1, L}\right)$. In a time shorter than $T_{0}-L$ it reaches $Q_{L-1, L}$. For every $\sigma \in \mathscr{B}\left(Q_{L-1, L}\right)$ there exists such a path along which the energy is decreasing. Then a unit square protuberance is attached to the vertical right edge of $Q_{L-1, L}$; this occurs with probability $(1 /|A|) \exp \left\{-\left(2 J_{2}-h\right) \beta\right\}$. After that there follows a sequence of spin flips, decreasing energy, on contiguous sites adjacent from the exterior to $Q$ starting near the protuberance and leading to $Q_{L, L}$. The rest of the time up to $T_{0}$ is spent in $Q_{L, L}$.

Clearly,

$$
\begin{align*}
\mathscr{E}_{L-1, L} \supset & \bigcup_{\sigma \in \mathscr{B}\left(Q_{L-1, L}\right)}\left\{\sigma_{0}=Q_{L-1, L}, \sigma_{s} \in \mathscr{B}\left(Q_{L-1, L}\right)\right. \\
& \text { for every } \left.s \leqslant t_{L-1, L}-T_{0}, \sigma_{t_{L-1, L}-T_{0}}=\sigma\right\} \\
& \cap\left\{G_{t_{L-1, L}-T_{0}} \overline{\mathscr{E}}_{L-1, L}(\sigma)\right\} \tag{68}
\end{align*}
$$

Here $G_{s}$ is the time translation operation by $s$ acting in a natural way on paths. Since also, directly from the definition (67), one gets

$$
\begin{equation*}
P\left(\overline{\mathscr{E}}_{L-1, L}(\sigma)\right) \geqslant \frac{1}{|A|^{T_{0}}} e^{-\left(2 J_{2}-h\right) \beta} \tag{69}
\end{equation*}
$$

for every $\sigma \in \mathscr{B}\left(Q_{L-1, L}\right)$, the bound (50) implies the bound (66). In a similar way one obtains the bound (66). Directly from the definitions (45'), $\left(45^{\prime \prime}\right),\left(45^{\prime \prime \prime}\right),(47),\left(47^{\prime}\right)$, and $\left(47^{\prime \prime}\right)$ it is seen that the events $\tilde{\mathscr{O}}_{n_{2}, 2, \ldots, n_{L^{*}-1.4}}$ are mutually disjoint. Hence, using (65), (66), and the Markov property, we get

$$
\begin{align*}
P\left(\mathscr{E}^{(4)}\right) \geqslant & \sum_{n_{2,2}=1}^{\bar{n}_{2,2}} \cdots \sum_{n_{L} \cdot{ }^{*}, 1, L^{*}=1}^{\bar{n}_{L} \cdot-1, L^{*}}\left(1-e^{(\varepsilon-h) \beta}\right)^{n_{2,2} T_{0}} \frac{1}{|A|^{T_{0}}} e^{-\left(2 J_{1}-h\right) \beta} \\
& \times \cdots\left(1-e^{\varepsilon \beta} e^{-h L^{*}-2}\right)^{n_{L} L^{*}-1, L \cdot T_{0}} e^{-\left(2 J_{2}-h\right) \beta} \tag{70}
\end{align*}
$$

for every sufficiently small $\varepsilon>0$, and all $\beta$ sufficiently large. Given the choice ( $47^{\prime \prime}$ ) of the constants $\bar{n}$ and the values of the quotients in the geometric series above, the sums in (70) turn out to run effectively to $\infty$. Given $\delta$ in Eq. (47"), we can choose $\varepsilon$ sufficiently small to get

$$
\begin{equation*}
P\left(\mathscr{E}^{(4)}\right) \geqslant \exp \left\{-\left[H(\mathscr{P})-H\left(Q_{2,2}\right)-2 \delta\right] \beta\right\} \tag{71}
\end{equation*}
$$

Now, since the events $\mathscr{E}_{\sigma, t_{1}}^{(1)}$ with different $t_{1}$ 's are mutually disjoint, and similarly for $\mathscr{E}_{t_{1}, t_{2}}^{(2)}$, we have, for $\beta$ sufficiently large,

$$
\begin{align*}
P\left(\mathscr{E}_{\sigma}\right) \geqslant & \sum_{t_{1}=1}^{t_{1}} \sum_{t_{2}=t_{1}+1}^{t_{1}+i_{2}} P\left(\mathscr{E}_{\sigma, t_{1}}^{(1)} \cap \mathscr{E}_{t_{1}, t_{2}}^{(2)} \cap \mathscr{E}_{t_{2}}^{(3)}\right) \\
& \times \exp \left\{-\left[H(\mathscr{P})-H\left(Q_{2,2}\right)-2 \delta\right] \beta\right\} \tag{72}
\end{align*}
$$

Suppose that, for all $\varepsilon>0$ and all $\beta$ sufficiently large, we are able to prove that

$$
\begin{equation*}
\inf _{\sigma \in \mathscr{A}} \sum_{t_{1}=1}^{i_{1}} P\left(\mathscr{E}_{\sigma, t_{1}}^{(1)}\right) \geqslant e^{-\varepsilon \beta} \tag{73}
\end{equation*}
$$

Now, since for all $\varepsilon>0$, from Lemma 1 one has

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} P_{-1}\left(\tau_{Q_{1,1}}<\exp \left(2 J_{1}+2 J_{2}-h-\varepsilon\right) \beta\right)=0 \tag{74}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\mathscr{E}^{(3)}\right) \geqslant \frac{1}{|\Lambda|^{4}} \exp \left\{-\left[H\left(Q_{2,2}\right)-H(-1)\right] \beta\right\} \tag{75}
\end{equation*}
$$

From (72), (74), (75), and (48) one gets

$$
\begin{equation*}
\sum_{t_{2}=t_{1}+1}^{t_{1}+i_{2}} P\left(\mathscr{E}_{t_{1}, t_{2}}^{(2)} \cap \mathscr{E}_{t_{2}}^{(3)}\right) \geqslant \exp \left\{\beta h\left(L^{*}-2\right)-\beta\left[H\left(Q_{2,2}\right)-H(-1)-\delta\right]\right\} \tag{76}
\end{equation*}
$$

and then, from (73) and (76), one has

$$
\begin{equation*}
P\left(\mathscr{E}_{\sigma}\right) \geqslant e^{-3 \delta \beta} e^{-\Gamma \beta+\beta h\left(L^{*}-2\right)} \tag{77}
\end{equation*}
$$

To get (73) we use the following argument: in a time shorter than $T_{0}$ and with a probability larger than $1 /|A|^{T_{0}}$ we go, starting from any $\sigma \in \mathscr{A}$, to a configuration given by a set of noninteracting subcritical rectangles. Then, from Lemmas 2 and 3 and the definition of $\bar{t}_{2}$ [see Eq. (47')], with large probability one goes to $-\underline{1}$ before $\bar{t}_{2}$. We leave the details of this argument to the reader.

Now let

$$
\begin{equation*}
T_{1}=\exp \left\{\beta\left[h\left(L^{*}-2\right)+\delta_{1}\right]\right\} \tag{78}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{2}=\exp \left\{\beta\left(\Gamma+\delta_{2}\right)\right\} \tag{79}
\end{equation*}
$$

Further, let us divide the time interval $T_{2}$ into $m$ subintervals of length $T_{1}$ with $m=T_{2} / T_{1}$ supposed to be an integer. Let

$$
U_{i}=i T_{1}, \quad i=1, \ldots, m-1
$$

We have ( $\mathscr{E}^{c}$ denotes the complementary set of $\mathscr{E}$ )

$$
\begin{align*}
P_{-1}\left(\tau_{\partial \mathscr{A}}>T_{2}\right) & =\sum_{\bar{\sigma}_{1}, \ldots, \bar{\sigma}_{m-1} \mathscr{A}} P_{-1}\left(\tau_{\partial \mathscr{A}}>T_{2}, \sigma_{U_{i}}=\bar{\sigma}_{i}, i=1, \ldots, m-1\right) \\
\leqslant & \sum_{\bar{\sigma}_{1}, \ldots, \bar{\sigma}_{m-1} \mathscr{A}} P_{-1}\left(\sigma_{U_{i}}=\bar{\sigma}_{i}, i=1, \ldots, m-1,\right. \\
& \leqslant\left[\mathscr{E}^{c}(-1) \cap G_{U_{1}} \mathscr{E}^{c}\left(\bar{\sigma}_{1}\right) \cap \cdots \cap G_{U_{m-1}} \mathscr{E} c\left(\bar{\sigma}_{m-1}\right)\right) \\
\leqslant & {\left[1-\inf _{\sigma \mathscr{A}} P(\mathscr{E}(\sigma))\right]^{m} } \\
\leqslant & \exp \left\{e^{-3 \delta \beta-\Gamma \beta+h\left(L^{*}-2\right) \beta} e^{\beta\left(\Gamma+\delta_{2}-\delta_{1}\right)} e^{-h\left(L^{*}-2\right)}\right\} \tag{80}
\end{align*}
$$

If $\delta_{2}>\delta_{1}+3 \delta$, we get

$$
\lim _{\beta \rightarrow \infty} P_{-1}\left(\tau_{\partial \mathscr{A}}>T_{2}\right)=0
$$

Since $\delta, \delta_{1}$ are arbitrarily small, this concludes the proof of inequality (32) and thus also of Theorem 2.

Theorem 1 is now a corollary of Theorem 2-it follows from properties 2 and 3 of the set $\mathscr{A}$ whose existence was established during the proof of Theorem 1.

Finally, Theorem 3 directly follows from the results in ref. 14, Lemmas 2,3 , and 4 and Theorem 1.
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